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1 Introduction

This investigation aims to identify areas in which to improve the security
posture of the organisation through the implementation of Machine Learning
(ML) into the Intrusion Detection System (IDS) in use currently. To achieve
this aim. It is important first that the optimal ML algorithm is identified.
As such, this paper will discuss two possible algorithms in relation to their
suitability for categorising the network packet data in the manner required
by an IDS. The algorithms will be provided with an extensive dataset, for
both training and testing, from several sources (Moustafa and Slay 2015,
Moustafa and Slay 2016, Moustafa, Creech, and Slay 2017, Moustafa, Slay,
and Creech 2019, Sarhan et al. 2021).

This dataset contains information about individual packets captured over
a network, including the protocol, port, duration, and attack category. It is
the latter that this report is primarily concerned with. Table 1 shows the ten
attack categories displayed in the set separated into normal and abnormal,
as the algorithm would be expected to identify them.

Normal | Abnormal

Normal | Fuzzers

Analysis | Backdoors

Generic | Denial of Service (DoS)
Exploits
Reconnaissance
Shellcode

Worms

Table 1: A list of attack categories, organised into “Normal” for non-
concerning categories, and “Abnormal” for concerning ones

After this, this report will aim to outline the process of implementing the
appropriate model. This section will include all of the stages of the so-called
‘data pipeline’, from data ingestion into the model to analysis at the end of
the process.

Finally, an analysis of evaluation metrics will be performed. These are
quantifiable, observable qualities of data that allow an analyst to compare
the accuracy of two or more models against one another with as much fairness
as possible.



2 Background

2.1 Intrusion Detection Systems

The term IDS refers to several software security tools that perform a variety
of functions both on a network and on a host. IDSs’ primary function is to
detect unauthorised access, with the aim of catching malicious actors before
they could do any serious damage, or as part of a digital forensic investigation
following an attack.

There are two forms of IDS, Network-based IDS (NIDS) and Host-based
IDS (HIDS). The latter is designed to monitor event logs, changes to files,
and so on, in order to detect potential intrusions onto a specific host. The
former, however, is of most interest in the context of this report, as this
concerns the possibility of network-based intrusions. These NIDSs monitor
network traffic to detect suspicious patterns, such as outbound traffic to
a suspicious IP address, many unauthorised login attempts, known attack
signatures, and of course unusual traffic patterns more generally (such as a
sudden spike in traffic which may be indicative of a DDoS, or malformed
network packets).

2.2 Machine Learning

Machine Learning refers to a category of Artificial Intelligence (Al), “defined
as the capability of a machine to imitate intelligent human behavior [sic.]”
(Brown 2021), in the sense that it ‘learns’ through iteration. This is to
improve task accuracy without human input.

Generally speaking, there are four kinds of ML algorithms, these are su-
pervised, semi-supervised, unsupervised, and reinforcement (Wakefield n.d.),
these classifiers refer to the method by which the algorithms are trained.

Supervised learning describes algorithms that use labelled datasets. In
this way, the algorithms are able to “weigh accuracy and improve with ad-
ditional data repetition over time.” (Corbo 2023). This contrasts with un-
supervised approaches, which interpret the data through iterative processes
over unlabelled sets. A visual example of the difference is given in Figure 1.



Unsupervised Supervised

Figure 1: A graphic showing the differences between Unsupervised and Su-
pervised approaches to Machine Learning. Adapted from Wu 2019

Semi-supervised models take a hybrid approach, where some data points
may be labelled and others may be unlabelled, through which a model can
make predictions around new examples (Brownlee 2021).

Reinforcement Learning (RL), however, is different. It departs from the
other forms of training in that it does not focus on labelling of data points but
rather the behaviour of the algorithm towards these data points. It “[rewards]
desired behaviors and/or [punishes] undesired ones” (Carew n.d.).

The investigation will examine the effectiveness of two ML algorithms,
one supervised (Random Forest) and one unsupervised (K-means Clustering),
with the aim of covering a range of possibilities.



3 Machine Learning Algorithms

3.1 K-Means Clustering

K-means Clustering is one example of a potentially useful ML model. This
algorithm is ‘unsupervised’, meaning it can work with given data without the
need for human intervention (IBM n.d.(b)). Classification of data groupings,
also known as ‘clusters’ are done without response variables, that is, without
a specific target ‘in mind’.

The ‘K’ in K-means Clustering refers to the number of clusters the al-
gorithm is attempting to identify. This number, chosen by the developer,
determines the number of cluster seeds, also known as centroids, available
to the algorithm. The locations of these seeds may also be chosen by the
developer, at random, or by the algorithm itself dependent on the locations
of the data points and the specific implementation (Wohlenberg 2021). After
this, it is simply a process of identifying which data points are closest to any
given seed, at which point that data point will be assigned to the cluster
associated with the seed (Kaloyanova 2021). The standard formula for per-
forming this action was first described by Hartigan and Wong in 1979 and
reads as follows:

W(Ck) = > (i — )
z;€Cy,

Where z; is an individual data point within a cluster C%, and p; is the
mean of all data points in that cluster (Kassambara n.d.). The formula
subtracts that mean value from each individual data point in what could be
described programmatically as a loop, and then squares the result, before
summing up all the results from each step.

Find in Figure 2 an example of a graph created from a K-means Clustering
process.
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Figure 2: A graph displaying the results of a K-means Cluster algorithm
performed on the various states of the USA. Adapted from Kassambara n.d.

Regarding the efficacy of the K-means clustering algorithm for the pur-
poses of IDSs, there are a number of positive aspects. One of these is the ease
with which services can be scaled up or down at will. As growth is, naturally,
an aim of the organisation, a security solution that is able to expand with an
organisation is imperative. Additionally, K-means clustering is simple, pop-
ular, and easily understood (Education Ecosystem (LEDU) 2018), making it
eminently maintainable.

However, there are downsides to this approach that may prohibit the
effective use of K-means Clustering. These reasons include the fact that it
when implemented fully, gives priority to larger clusters, which may result in
false positives or negatives due to certain categories having arbitrarily larger
or smaller children. In this sense, it could be described as an inaccurate



algorithm for these purposes.

Most importantly, however, the algorithm sorts the data into its own
categories irrespective of what the category is (for examples see Table 1).
This means that, if it were to categorise the data by some other characteristic,
the utility will be entirely lost. Therefore it may not be an ideal solution for
an IDS.

3.2 Random Forest

The Random Forest approach uses a supervised algorithm based on ‘Decision
Trees (DTs)’. These are data structures that facilitate the decision-making
process. These structures are similar to flow charts wherein there is a path,
beginning at a specific point (the ‘Decision Node’), a choice between one of
two or more decisions resulting in a ‘Chance Node’. This process is repeated
until an end state is reached, the ‘End Node’ (Hillier 2021).

Random Forests are an extension of this concept, proposed in a 2001 paper
by Leo Breiman. They employ multiple decision trees to make a ‘forest’,
thereby increasing the accuracy of the model overall by decreasing room
for error or biases inherent in using only one structure. Additionally, the
algorithm makes use of a technique known as “bagging”, also developed by
Breiman in 1996. This is the process of sampling data at random by creating
several new datasets, training the model on them, and combining the data
across all new datasets to make a final prediction. This is (in theory) more
accurate (IBM n.d.(a)).

Figure 3 shows this process in simple terms. Here, the Random Forest
consists of a start node, X, quantity b trees each built using the bagging
method, an output, CN (where N represents the number of trees, and a
voter, responsible for making the final decision (Nakahara et al. 2016).
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Figure 3: A graphic outlining how a Random Forest algorithm works in
relatively simple terms. Adapted from Nakahara et al. 2016

In an IDS use case, the Random Forest algorithm has considerable ben-
efits. The foremost of these is its accuracy, as mentioned numerous times,
the bagging process provides a significant degree of accuracy in this model.
Furthermore, this model reduces the risk of ‘overfitting’, the phenomenon
whereby a model is trained too well on the training data. It begins to in-
ternalise noise and random data, resulting in a model too well-suited to the
specific conditions it has been fed, and not able to complete general tasks
(EliteDataScience 2017). This resistance to overfitting relative to decision
trees is because“the averaging of uncorrelated trees lowers the overall vari-
ance and prediction error.” (IBM n.d.(a)).

Other benefits include the ability to scale up easily, which as mentioned
previously will be a great benefit to the organisation as it grows, as well as its
speed (allowing it to work well in real-time for the IDS), resilience to outliers
(which may be the case for real-world datasets), and flexibility.

There are, unfortunately, downsides to the Random Forest approach.
Firstly, the accuracy that Bagging provides comes at the cost of complexity,
and therefore interpretability. That is, it is harder to read than a standard



decision tree due to the quantity of data represented and the difficulty de-
termining which variables are important (although this can be made easier
programmatically) (Steorts 2015). Additionally, depending on the size of
the dataset (which will likely be large in a real-world context), the resources
used and the time taken to work will scale up significantly as they need to
compute each decision tree’s data individually.

3.3 Summary Of Algorithms

On balance, therefore, it is clear that the Random Forest approach is the
most suitable for this purpose as the limitations of this algorithm do not
impede the core intended function of the target implementation (the IDS),
and the benefits play well with this target, in that Random Forest will allow
for a significantly higher degree of accuracy than K-means Clustering.

K-means Clustering clusters data points based on their proximity to a
set of centroids, which can lead to inaccurate classifications. On the other
hand, Random Forest, an algorithm based on DTs, utilizes multiple to create
a ‘forest’ and offers higher accuracy due to the decrease in the room for error
or biases that come with using only one structure. Additionally, Random
Forest offers flexibility in handling large datasets and can be trained to work
with various input formats, making it a more versatile and robust algorithm.
Therefore, Random Forest is a better choice for applications such as Intrusion
Detection Systems, where accuracy is paramount.



4 Implementation of the Model

To implement the Random Forest algorithm several steps need to be under-
taken. In this section, these steps will be outlined in some detail using a
training dataset provided by the organisation as a reference point.

Firstly, the data needs to be ‘pre-processed’; prepared for use by the algo-
rithm through reformatting. This can be done by removing any extraneous
information from the dataset until a smaller set of independent variables re-
main (e.g. protocol, service, bytes, etc.) alongside the dependent variable,
the attack category. Other pre-processing tasks such as splitting the dataset
into testing and training have already been done.

Following this, the algorithm needs to be adequately fit to (i.e. train
from) the training dataset. To do this we specify first the required number of
trees in the Random Forest, and secondly, the ‘criterion’, which determines
the quality of a ‘split’ in the dataset with the goal of reducing as much
randomness as possible.

Next, we make use of the testing dataset to evaluate how successful the
model was at predicting malicious intent. After this, various evaluation met-
rics can be applied to the results to determine how effective this model really
was. In-depth information regarding this is in the following section.

Finally, the results of this model must be communicated effectively. In
this case, it is likely that these results will be outputted to the IDS that
the model has been integrated into, however how this is done specifically is
outside of the scope of this paper.



5 Analysis of Evaluation Metrics

An Evaluation Metric is the general term for a method of evaluating the
performance of a Machine Learning algorithm. In this context the usage
of two metrics, an F1 Score and a Confusion Matrix, is appropriate. Note
that for the remainder of this section, ‘positive’ refers to an abnormal value.
Additionally, True (real) and False Positives will be referred to as TP and
F'P respectively, and True and False Negatives will be referred to in turn as
TN and F'N.

A Confusion Matrix is a method of visualising the performance of a model.
The four aforementioned outcomes are plotted alongside one another in a
table. In practice this matrix would contain the quantity of each of the four
metrics the model produces. In an ideal scenario, each of the False metrics
would contain 0 entries, however as this is unrealistic, the Matrix can be
used to monitor the increase or decrease of F'Ps and F'Ns. Table 2 is a
representation of a confusion matrix with stand-in values.

Actual
Positive | Negative
. Positive TP FP
Predicted o Hve | FN TN

Table 2: A so-called ‘confusion matrix’ which allows us to map whether an
outcome is a True/False Positive (T/FP) or a True/False Negative (T/FN)

The F1 Score, alternatively, is a metric intended to be “the harmonic
mean of precision and recall” (Korstanje 2021), that is, a weighted average
of these two variables. Precision describes the number of values that the
model has found to be T'P, as a percentage of the number of positive values
the model found regardless of whether they are true or false. Recall, on
the other hand, describes T'P as a percentage of all values that are actually
positive. The two variables are given through the following formulae.

TP TP
P 1 ) —_— ———— —_ —
recision TP+ FP Recall TP+ FN

The F1 score grants equal weighting to Precision and Recall, and will
increase as either or both of the values increase. This makes it useful in an
IDS context as both of these values are crucial to be aware of. The F1 score
is given by the following formula.

DPrecisi
Fl— 9« recision X Recall

Precision + Recall
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